A Math Problem Defined
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Here I define a math problem which underlies effective p-style neural net-
works. This might even become a neat avenue of open-ended research.

An essential citation: Urban, S., & van der Smagt, P. (2015). A neural
transfer function for a smooth and differentiable transition between additive
and multiplicative interactions. arXiv preprint arXiv:1503.05724.

Other creditors: P Smolensky, J McClelland, G Hinton, A Lampinen

Problem definition

This problem is an underdetermined challenge to find an ’optimal’ function.

Let exp(y) = €Y, real, elementwise on vectors. For a functional f, let f{®} de-
note function iteration (or tetration when applied to exp(+)).!? Let z be an N-

tensor, indexed by i to one lower rank. Let ©(z)= expl?} (ZZ expl—#} xi>3.

Find a @ that ‘algebraically’ differs from @©* as little as possible*, subject to
& =0 ~ g and 8" - @ ast — N (and N — oo).

Lf : R™ — R™. In particular, C complicates our iteration of exp(-) in undesired ways.
Also, complex-valued models of synapses are not popular for being biological realistic.
2Definition details:

f{a}ifofo...of
—_—

« times

Let f{0 =1d. Let f{=1} = f=1 the (left) inverse of f; i.e., expt=" (y) = log(y).

As in (Urban and Smagt, 2016), permit fi/2} . fit/zb oo ft/2 = f 2 € N

z times

and thus z € Z. Care: generally, e®¥ # ye® # expl®}(y).
30bserve that exp{®? =% and exp'} =11

4such as @ = expla} (E exp{*?}H)



